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Abstract—Chart images, such as bar charts, pie charts, and
line charts, are explosively produced due to the wide usage of
data visualizations. Accordingly, knowledge mining from chart
images is becoming increasingly important, which can benefit
downstream tasks like chart retrieval and knowledge graph
completion. However, existing methods for chart knowledge
mining mainly focus on converting chart images into raw data
and often ignore their visual encodings and semantic meanings,
which can result in information loss for many downstream tasks.
In this paper, we propose ChartKG, a novel knowledge graph
(KG) based representation for chart images, which can model
the visual elements in a chart image and semantic relations
among them including visual encodings and visual insights in
a unified manner.Further, we develop a general framework to
convert chart images to the proposed KG-based representation.
It integrates a series of image processing techniques to identify
visual elements and relations, e.g., CNNs to classify charts, yolov5
and optical character recognition to parse charts, and rule-based
methods to construct graphs. We present four cases to illustrate
how our knowledge-graph-based representation can model the
detailed visual elements and semantic relations in charts, and
further demonstrate how our approach can benefit downstream
applications such as semantic-aware chart retrieval and chart
question answering. We also conduct quantitative evaluations
to assess the two fundamental building blocks of our chart-
to-KG framework, i.e., object recognition and optical character
recognition. The results provide support for the usefulness and
effectiveness of ChartKG.

Index Terms—Chart image, knowledge graph, semantic repre-
sentation, chart mining.

I. INTRODUCTION

DATA visualizations are used almost everywhere and a
large amount of chart images (e.g. bar chart, line chart,

and pie chart) have been created and accumulated online,
where most of them are stored as bitmap images. Accordingly,
various benchmark datasets of chart images, like VizML [19],
VisImages [12], and PlotQA [45], have been created. Also, it
has become increasingly popular to analyze chart images and
conduct knowledge mining from them for various tasks and
applications, such as chart retrieval [32], chart redesign [66],
visual reasoning [52] and chart question answering [41].
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Depending on how chart images are represented for subse-
quent knowledge mining, the existing methods for knowledge
mining from chart images can be categorized into two groups:
end-to-end methods [39], [52], [66] and data-extraction based
methods [28], [41], [45]. The end-to-end methods often lever-
age deep neural networks to directly represent the hidden
knowledge in the original chart images for the corresponding
tasks. For example, ScatterNet [39] leverages deep learning
models to capture the subjective similarity of scatterplots.
However, such deep learning-based methods are often de-
signed for one specific task and cannot be generalized to
other purposes. Also, these methods usually work like a
blackbox and lack explainability [52]. The data-extraction-
based methods often conduct reverse-engineering and convert
the original chart images to the extracted raw data of charts,
and then all the subsequent analyses will be built upon the
extracted raw data. For instance, ReVision [50] utilizes image
processing techniques to identify graphical marks and infer
the underlying data, which is further used for the redesign of
charts. But these methods focus on extracting the data encoded
in charts, and do not explicitly provide a generic and easy-
to-use representation to preserve the critical information of
charts such as data, visual elements and the corresponding
relationships among them (e.g., the height of a bar in a bar
chart encodes the math score of a specific student), which,
however, is critical for many downstream chart image analysis
tasks like automated infographics design [9]. In summary, a
unified, expressive, and explainable representation for chart
images that can facilitate the knowledge mining of chart
images is still missing.

Inspired by the recent research in knowledge graphs [33],
we aim to explore the possibility of representing chart images
as knowledge graphs to facilitate downstream knowledge-
mining tasks of chart images. However, it is a non-trivial
task and the challenges originate from two major aspects:
unified representations and automated extraction of entity and
relationship. First, there are various charts with different visual
elements and visual encodings. It is difficult to represent
all the necessary information of different chart images in a
unified, expressive, and explainable manner. Second, chart
images consist of different visual elements and encode data
with different visual channels. It remains unclear on how to
automatically extract visual elements as well as their relations
with a good accuracy.

To tackle the above challenges, we develop ChartKG, a
novel knowledge-graph-based representation for chart images
to facilitate unified and explainable knowledge mining from
chart images. Specifically, by investigating and summarizing



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. XX, NO. X, JUNE 20XX 2

Fig. 1. An overview of the framework to convert chart images to the proposed knowledge graph representations. We first use CNNs to detect input images for
chart classification. Then, object recognition and Optical Character Recognition (OCR) are introduced to parsing the charts. A rule-based method is developed
to construct the final knowledge graphs for chart images.

common visual elements of charts and the semantic relations
among them, we categorize the involved entities of charts
into five types: visual elements (e.g., bars in a bar chart),
visual element property values (e.g., the height of a bar),
data variables, the corresponding data variable values and
visual insights (e.g., trend). We further group the semantic
relations among them into four types: visual property corre-
spondences (i.e., the relationship between visual elements and
their visual property values), data variable correspondences
(i.e., the correspondence between data variables and their
values), visual encoding mappings (i.e., how a data variable
is encoded as a specific visual property) and visual insight
correspondence (i.e., the correspondence between variable(s)
and visual insight(s)). The entities and relations collectively
form a knowledge graph (KG), which is a unified and ex-
pressive representation for various charts. Then, to implement
our KG-based representation, we develop a general framework
to extract the entities and relations from chart images, which
incorporate state-of-the-art image processing techniques such
as convolutional neural networks [30], YOLOv5 [23], optical
character recognition [57] and rule-based methods.

It can automatically convert input chart images into our
proposed KG-based representations. We present case studies
and two example application scenarios such as semantic-aware
chart retrieval and chart question answering to showcase the
usefulness and effectiveness of our approach. Also, we conduct
quantitative evaluations to demonstrate the effectiveness of
the two major building blocks of the chart-to-KG conversion
framework of ChartKG, i.e., object recognition and optical
character recognition.

In summary, the main contributions of our work can be
summarized as follows:

• A novel knowledge-graph-based representation for chart
images is proposed to characterize the visual elements

and their relationships in an expressive and unified man-
ner.

• A unified framework is designed to automatically convert
chart images to the proposed knowledge-graph-based
representation.

• Case studies, example applications, and quantitative eval-
uations demonstrate the usefulness and effectiveness of
our approach in representing chart images, which can
benefit downstream tasks such as semantic-aware chart
retrieval and chart question answering.

II. RELATED WORK

A. Chart Information Extraction

There have been a series of research studies on extracting
various information, such as the underlying data and detailed
visual encodings, from charts. Such extracted information will
be further used for visualization re-designing or indexing.
For example, Jung et al. [25] proposed ChartSense, an in-
teractive tool for chart data extraction that utilizes a deep
learning classifier combined with a semi-automatic interactive
algorithm to extract the underlying data from chart images.
Méndez et al. [44] introduced iVoLVER, a web-based tool
that necessitates numerous interactions in order to accurately
extract data from chart images and rebuild its representation.
ReVision [50] is an automated approch designed to classify
different chart types and extract origin data from bar and pie
charts. Choi et al. [10] developed a Google Chrome extension
to extract data from charts in web pages and help people
with visual impairment understand the web content. Harper
and Agrawala [16] presented a method to deconstruct D3-
based visualizations and extract data, marks and the mappings
between them. Similarly, Poco et al. [46] utilized recognized
text elements to decode visual encodings and data information
from a chart image, to support indexing or searching of the
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input visualization. Masson et al. [42] developed an interactive
system capable of accurately extracting data from charts in the
SVG format. Chen et al. [9] focused on the automatic design
of timeline infographics by extracting visual elements from
existing timeline infographics. Chartreuse [11] was proposed
to enable the reuse of bar charts through the integration of the
re-editing of visual elements. Furthermore, Mystique [4] was
designed to deconstruct and repurpose SVG images via user
interactions, enhancing the flexible utilization of infographic
elements.

Our work is inspired by the above existing studies in
terms of chart information extraction. However, almost all the
existing work stores the extracted data and visual encodings
in an ad-hoc manner, which affects the effective usage of
such extracted chart information for downstream tasks like
chart retrieval, visual question answering and chart summa-
rization. Our work fills such a gap by presenting a unified
knowledge-graph-based representation for chart images. Also,
our approach further extracts data insights presented in the
data visualization, as prior research [37] has shown that it
is necessary to present semantically meaningful visualization
content to enhance the accessibility of data visualizations.

B. Knowledge Graph Construction for Images

In recent years, knowledge engineering has experienced
a revival, driven by the rapid expansion of knowledge
graphs [69]. Knowledge graph (KG) is the semantic framework
that models the semantic relationships among different entities
and has been applied to various data types, including images.
Specifically, representing images as knowledge graphs have
found applications in a broad spectrum of real-world scenar-
ios, such as image understanding [60], [64], visual question
answering [65], and visual retrieval [67]. For instance, several
approaches have been developed to construct scene graphs
(SG) for natural images, abstracting objects and their intricate
relationships within a scene image [36]. These scene graphs
provide rich visual information for low-level recognition tasks
and have proven beneficial in a variety of high-level visual rea-
soning applications, such as image captioning [6], [61], visual
question answering (VQA) [59], [68] and scene synthesis [22],
[24]. Besides natural images, semantic knowledge graphs have
also been constructed to model the semantic relationship and
domain knowledge of remote sensing images [34], [58]. In
summary, knowledge graphs have been employed to capture
the semantic information of diverse images. Inspired by the
powerful capability of knowledge graphs in representing the
semantic information of various images, we propose leverag-
ing knowledge graphs to model the semantic information of
chart images.

C. Chart Retrieval

Charts have emerged as valuable search targets, especially
when they contain data not easily obtainable through alter-
native sources. With a plethora of chart data at hand, the
need to retrieve charts tailored to a user’s specific require-
ments becomes paramount. At the core of chart-based queries
lies the primary data retrieval question, a concern that has

been explored in earlier research [21]. This question can
often be addressed by executing essential operations on the
extracted chart data. Some studies have leveraged template-
based questions, offering a structured way to specify data
sources and variables [54]. Existing methods for visual chart
retrieval primarily fall into two categories: task-oriented ap-
proaches, primarily focused on matching queries to charts,
and keyword-based techniques [7], [31]. The latter category
involves matching queries against specific textual roles or
chart-style properties [7], [18]. Additionally, certain methods
prefer more elaborate queries, employing automated entity
detection techniques within queries, and comparing them to
comprehensive textual descriptions of the charts. These iden-
tified entities are then matched with the content stored within
the index, thereby enhancing matching accuracy [35]. To
improve query completeness, some approaches consider query
expansion by including synonyms of query keywords [7],
[35]. However, these methods are often constrained to basic
keyword searches, which may not adequately capture complex
semantic aspects such as trends. Our method overcomes this
limitation by effectively representing the fundamental elements
in charts and their relationships, while also embedding visual
insights akin to trends. Leveraging ChartKG, we enable more
sophisticated queries based on entities and relationships, en-
compassing aspects like visual encoding and visual insight.

D. Visual Question Answering

The Visual Question Answering (VQA) task aims to gen-
erate detailed answers to questions posed in natural language
about given images. It merges the fields of computer vision and
natural language processing (NLP), offering great potential to
drive forward interdisciplinary research. Currently, two promi-
nent methodological models dominate the VQA landscape.

The first model is the classification-based visual QA model,
which leverages encoders to represent both the query and
the image. It employs attention mechanisms to seamlessly
merge the distinctive features of the query and image before
performing classification. Kafle et al. [26] have contributed
substantially to this approach. They have introduced robust
baselines, including an end-to-end neural network and a dy-
namic local dictionary model. Their work not only automates
the extraction of numerical and semantic information from
bar graphs but also incorporates a chart QA algorithm that
intelligently combines question and image features. This in-
telligent fusion facilitates the aggregation of learned embed-
dings to effectively answer posed questions [27]. Additionally,
architectures focused on chart element localization and QA
encoding for chart elements [3], [56] have offered valuable
insights into improving QA methods. However, it is important
to recognize that these methods are frequently designed for
particular localized issues. Another distinct approach is the
table QA method. It either assumes the presence of a data
table for the image [29], [40] or employs visual techniques
to extract the raw table directly from the charts [41], [45].
While these methods address certain aspects of VQA, they
frequently lack scalability and may be confined to particular
tasks. Conversely, by relying on ChartKG, various types of
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questions can be easily expanded and answered through entity
and relationship matching. At the same time, the ChartKG
can provide more contextual information to help the deep
learning model comprehend questions and answers. Therefore,
knowledge graphs-based VQA methods possess scalability and
generalization ability, making them applicable to a wider range
of scenarios and tasks.

III. KG-BASED REPRESENTATION FOR CHART IMAGES

Chart exists in various forms, such as bitmap images, SVG,
and program specifications [5]. In this paper, we focus on
chart images, i.e., charts in the format of bitmap images,
since they are widely seen and charts in other formats like
SVG and program specifications can be easily converted to
bitmap images. Therefore, we create a knowledge graph to
depict the relationships among the entities within the bitmap-
image-based charts.

According to the previous work [49], the line chart, bar
chart, pie chart and scatter plot are the widely used and
basic chart types. We select these four types of charts as
representatives to achieve a unified expression of the knowl-
edge graph, which is convenient for future extension to other
chart types. Since entities and relationships form the core
components of our knowledge graph, we will elaborate on
our knowledge-graph-based representation by defining entities
and relationships.

Entities. The initial step in constructing our knowledge
graph is to define the entity type. Charts consist primarily
of or a combination of the following elements [8]: title, x-
axis title, y-axis title, legend title, x-axis label, y-axis label,
legend label, and graphical mark. Based on these elements we
constructed five types of entities.

• Visual elements (VE), are the key components of charts,
such as graphical marks (bar, line, and so on) and axis.

• Visual element property values (VEPV), such as bar
height or line color, are typically encoded with different
data values and are therefore considered entities in the
knowledge graph.

• Data variables (DV), including x-axis-title, y-axis-title,
and legend-title, which contain crucial semantic informa-
tion pertaining to data values.

• Data variable values (DVV), including x-axis-label, y-
axis-label, and legend-label, which convey specific data
values for both categorical and continuous data, are also
essential entities for proper comprehension of the chart.

• Visual insights (VI), we consider the easily perceptible
visual insights within charts as a distinct entity type. By
grouping these elements into separate entities, we can
more effectively model the relationships between them
in our knowledge graph.

Relationships. After introducing five classes of entities, we
further define four classes of semantic relationships between
different entities within a chart: visual property correspon-
dences, data variable correspondences, visual encoding map-
pings and visual insight correspondences. A comprehensive
list of these relations can be found in Figure 2.

• Visual property correspondences. This type of relation-
ship aims to represent the property values of the visual
elements. It connects visual elements to visual element
property values (VE → VEPV), for example, “the color
of a bar is blue”.

• Data variable correspondences. It focuses on specific
instances of data variables, for example, “England” and
“America” can be the value of the “Country” variable.
We connect data variable values to data variables (DVV
→ DV), representing the relationship between variables
and values, such as “2011 is a value of Year”.

• Visual encoding mappings. The visual encoding map-
pings express the semantic information conveyed by the
underlying data and model the mapping from visual
element property values to data variables or data variable
values (VEPV → DV), for example, “the color of a bar
is blue representing England.”.

• Visual insight correspondence. It is employed to represent
complete visual insights, which typically describe the un-
derlying characteristics between different data variables
and data variable values. We establish relationships be-
tween the existing visual insights and corresponding data
variables/data variable values (DV→VI and DVV→VI) to
completely represent the quick insights. QuickInsight [13]
presents 12 data insights that are easily and rapidly per-
ceptible across various visualization charts. Using these
insights as a reference, we have embedded the 12 visual
insights into our knowledge graph, aiding machines to
quickly retrieve charts that match insights.

Fig. 2. An overview of the relationship types and their corresponding specific
relationships. The VE, VEPV, DV, DVV and VI respectively denote visual
element, visual element property value, data variable, data variable value and
visual insight.

After defining all entities and relationships, we proceed by
extracting triplets from existing chart images. These triplets act
as the connecting edges between the entities, forming a knowl-
edge graph representation of the chart. Our knowledge graph
provides a comprehensible representation of the relations
between chart elements and data information by assigning
them to different nodes. Our KG-based representation enables
efficient chart tasks such as chart retrieval and chart question
answering.

IV. CHART-TO-KG CONVERSION FRAMEWORK

Chart-to-KG is a framework to generate knowledge graphs
from chart images without any user interaction. Determining
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the chart type and subsequently extracting chart elements
based on the specific chart type is a fundamental step. Dif-
ferent types of charts contain distinct chart elements, making
it essential to identify the chart type to accurately extract
these elements. So the framework mainly consists of three
modules: chart classification, chart parsing, and knowledge
graph construction as shown in Figure 1. Firstly, Convolutional
Neural Networks (CNNs) are applied to classify an input chart
image to identify the chart type (Section IV-A). Then we
introduce different object recognition methods for different
chart types (Section IV-B), to ensure the scalability of the
framework. Finally, we provide a series of rules to construct
a knowledge graph of chart elements (Section IV-C).

A. Chart Classification

We categorize the input chart images into four groups: bar
chart, line chart, pie chart and scatter plot by ResNet50 [17].
The domain of chart classification has also witnessed the
extensive utilization of deep learning techniques [20], [55],
[62]. Among these options, ResNet50 is an ideal option for
chart classification, offering a balance of high accuracy and
a comparatively lower number of parameters [63]. We opted
for ResNet50 and utilized a ResNet model that had been pre-
trained on the Imagenet dataset [48]. Subsequently, we applied
fine-tuning to the model using our own dataset, where we
employed the Adam optimizer with a learning rate specifically
set to 0.0005 to ensure optimal performance during the training
process. The input chart image will be divided into four types
by the trained model. After testing, the model achieved an
accuracy of 87.2% on our dataset.

B. Chart Parsing

To extract entities and relationships from a chart, it is
essential to analyze the various elements used to convey
information in the chart. In this section, we will outline the
three fundamental steps of chart parsing: object recognition,
optical character recognition, and graphics mark parsing.

1) Object recognition: The initial step to extract entities
from charts is to extract all its elements. We summarized
eight types of elements from common standard charts (Section
III) since different types of charts contain various visual
elements. Although their visual forms are different, most
common standard charts consist of some or all of these
elements. Many object detection models are proposed to detect
the bounding boxes and recognize the object class in natural
images. YOLOv5 [23] is a well-known object detection model
with remarkable accuracies and scalabilities. Also, it can be
easily extended to detect elements within charts. Therefore, we
use YOLOv5 to detect the categories and bounding boxes of
the chart elements. Due to the different types of elements and
features in various charts, we adopt the approach of training
an object detection model for each chart type to improve the
scalability of our method. This approach allows us to add
new chart types more efficiently. When adding a new chart
type, we only need to further train the model on the data
specific to these new types, without the need of retraining the
model on the entire dataset containing all chart types. The

corpus required for training the model includes annotations
of the bounding boxes of chart elements, as well as their
corresponding labels under that chart type. The corpus will
be introduced in Section V-A. Once the training of the model
is complete, we can use it to predict the labels and bounding
boxes of elements in the new charts. The final YOLOv5 model
returns one bounding box for each element within the charts,
with possible labels and the bounding box. Furthermore, we
observed that the accuracy of recognizing text and symbols
within legends was relatively low. Therefore, we developed a
specialized legend recognition model to enhance the accuracy
of identifying color markers and text within legends. Once
we obtain the chart type through the classification model,
we can easily determine the element categories and bounding
boxes using the corresponding element extraction and legend
extraction models.

2) Optical character recognition: Texts within a chart are
crucial for conveying the meaning of the underlying data
semantics. For instance, the title, x-axis, and y-axis labels
provide important context regarding the data displayed. Iden-
tifying the textual elements accurately is crucial for extract-
ing meaningful semantic information from charts. In our
framework, optical character recognition (OCR) technology is
employed to capture specific textual information from chart
images. A variety of methods have been presented in the
literature for text extraction from charts [1], [53], [57]. Our
study employs Tesseract [57], an open-source OCR engine
developed by Google, to enable the retrieval of textual in-
formation from identified bounding boxes of texts, which
the object recognition model detects. Given the robust text
recognition capabilities of the pre-trained Tesseract module,
we directly utilize it to extract text content from text bounding
boxes at this stage. First, we crop the images based on
the bounding boxes and magnify them threefold to enhance
character recognition accuracy. The resulting partial images
are then input into the Tesseract module to obtain the final text
content. By combining the text roles obtained from the Object
Recognition phase, we acquire complete textual data with both
their role and the context, along with the confidence score.
In addition, our experiments with the pre-trained Tesseract
module on our dataset demonstrate its strong performance
(Section V-C).

3) Graphics mark parsing: For standard charts, graphic
marks represent the main encoding method for data, and
the major differences between different types of charts rely
on the use of graphical marks. Hence, it is necessary to
analyze the graphical marks specific to each type of chart.
According to the prior study [2], position, color, and size are
the most commonly used visual channels. Therefore, we will
specifically introduce how to parse the graphics mark focus on
size, color, and position in bar charts, line charts, pie charts
and scatter plots.

Bar chart. The graphics marks in bar charts are bars. We
will extract the size, color value, and position index of the
bars. The object detection model is responsible for identifying
bars within bar charts and determining the coordinates of
their bounding boxes, specifically the top-left and bottom-right
coordinates. In the case of vertical bar charts, the height of
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each bar serves as a size indicator. The height is computed
by subtracting the minimum y-value from the maximum y-
value within the predicted bounding box. To extract positional
information, we utilize the bounding boxes. By arranging the
bars based on their x-coordinates, we establish a position
index. This index proves valuable for recognizing data patterns
and trends. As for color, we gauge the proportions of various
colors within the bar’s bounding box pixels. Subsequently, we
determine the predominant color within the region, effectively
mitigating any influence from background colors.

Line chart. For line charts, it’s essential to obtain the
coordinates of the start and end points of each line segment.
A line chart uses the vertical coordinate of each point to
symbolize the corresponding value. To extract information
about the start and end points and the color of the polyline, the
input image is transformed from the RGB color space to the
HSV color space which helps in handling color information
more effectively, and then the edge detection algorithm is
applied to identify edges in the image. Subsequently, we can
obtain the position of the start and end points and the polyline
color by calculating the coordinates and color values of edge
pixels. We apply a similar method as for the bar chart to get
the position index of each point.

Pie chart. For pie charts, the area (and the angle) of each
pie slice encodes the underlying data, and different colors are
assigned to each. To parse the angle and color of the pie chart,
we use YOLOv5 to detect the region composed of all pie
slices in the pie chart, and crop out this region to generate
a histogram of pixel colors. Additionally, we determine the
angle of each pie slice by calculating the proportion of pixels
for each color relative to the overall pixel count.

Scatter plot. For scatter plots, the x-axis coordinates, y-axis
coordinates and colors often encode important information. We
extract the coordinates information of each point through the
coordinates of the bounding box. We further analyze the pixel
color distribution in the bounding box and extract the color
value of the point as the method in pie charts.

Since ChartKG primarily focuses on the visual semantic
information of charts, raw data extraction was not performed
after parsing the graphics mask. In scenarios where raw data
is required, the visual element property values in the KG can
be further converted into specific data.

C. Knowledge Graph Construction

After completing the chart parsing process, we perform
entity classification and relationship construction based on the
extracted content, thus building the final graph.

Entity classification. We initially categorize the parsed
chart elements into five distinct entity types. According to the
entity definitions outlined in section III, the graphic marks ex-
tracted from the charts are treated as multiple entities, denoted
as VE, with each mark’s property values such as color and size
categorized under the entity type VEPV. As for DV and DVV,
the title of chart components typically describes variables,
while the labels of the chart components are generally used
to represent specific variable values. Therefore, we classify
the textual content in the chart into two categories, DV and

DVV, based on their text roles. Finally, visual insights encap-
sulate vital semantic information represented within charts,
challenging to directly glean from raw data. We collate the
property values of graphical marks into data tuples (e.g.,
⟨height, index, color⟩). Furthermore, we converted the color
and index from the data tuples into rows and columns, and
used the height as the data value. Then we transform them into
a table, which is the input format required by QuickInsights.
Then we extract the insights within a chart and treat each
extracted visual insight as an individual entity building upon
QuickInsights [13].

Relationship Construction. After classifying entities, the
relationships including visual property correspondences, data
variable correspondences, visual encoding mappings, and vi-
sual insight correspondences will be constructed using rule-
based methods as follows:

• Visual property correspondences. The visual property cor-
respondences describe the properties of graphical marks.
When we extract the visual elements, the property values
of visual elements will be parsed, as shown in Sec-
tion IV-B3. Then the link between the visual element and
its property values will be constructed. For example, we
will link a bar with the value of the bar height.

• Data variable correspondences. The data variable corre-
spondences focus on specific instances of data variables,
for example, “England” and “America” can be the value
of the “Country” variable. After classifying the entities,
we obtained DVs and DVVs associated with the chart el-
ement labels. Based on the structure of the chart elements
corresponding to the data variables and their values within
the charts, we established rules, such as the label being
an instance of the title. Typically, in charts with axes, the
variable values represented by x-labels are instances of
the variables represented by x-titles. For example, “2011”
is an instance of “Year”.

• Visual encoding mappings. The visual encoding map-
pings represent the semantic information of the under-
lying data, modeling the relationship between visual
element properties and data variables or their values. To
establish the visual encoding mapping relationship, we
link the VEPV to the DVV and the VEPV to the DV,
according to the similarities such as distance similarity,
color similarity and so on. For example, for bar charts,
we calculate the distance between each x-axis label and
the bar by the left corner of their bounding boxes, and
we designate the text of the x-axis label located closest to
the bar as the position index of the bar. Furthermore, the
relationship between the bar and legend text is established
by determining the similarity between their respective
colors.

• Visual insight correspondences. The visual insight corre-
spondence relationships are utilized to represent complete
visual insights, which typically describe the underlying
characteristics between different data variables and their
values. When we extract a visual insight and treat it as
an entity, we establish a link between the data variables
involved in the computation of this visual insight and
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the visual insight itself. For example, after extracting the
linear correlation between the x-axis title and the y-axis
title, the links “x-axis title → linear correlation” and “y-
axis title → linear correlation” will be constructed.

V. QUANTITATIVE EVALUATION OF CHART-TO-KG
CONVERSION FRAMEWORK

To evaluate the effectiveness of our framework in construct-
ing the KG-based representation for charts, we conducted
quantitative assessments of its key components, object recog-
nition and optical character recognition. Section V-A describes
the datasets used for these evaluations.

A. Corpus

Since our framework encompasses chart classification, ob-
ject recognition, and optical character recognition, it is im-
perative that we have a sufficient amount of training data
to train our models and employ testing data to validate the
effectiveness of our framework. Due to the limited com-
putation resources, we obtained a subset corpus from the
PlotQA [45] with rich chart elements annotation information,
which includes three chart types: bar charts, line charts, and
dot plots. Since the difference between a dot plot and a line
plot primarily lies in whether the dots are connected or not,
we replaced the dot plots with pie charts and scatter plots
which are used more widely. Using the matplotlib package,
we generated a batch of charts with corresponding annotation
information automatically. Our final corpus consists of four
types of charts, each with a quantity of up to ten thousand. To
be consistent with the procedure used in PlotQA, we randomly
selected 70% of each chart type for training, 15% of each chart
type for validation, and 15% of each chart type for testing.
Then the corpus will be used to evaluate the performance of
the object recognition and OCR.

B. Object Recognition Evaluation

Metrics. We assessed the performance of object recognition
using several key evaluation metrics, including Mean Average
Precision (mAP) [14], Precision, and Recall. These metrics
are fundamental in evaluating the effectiveness of object
recognition models.Mean Average Precision is a commonly
utilized metric that offers an all-encompassing assessment of
object recognition effectiveness. It considers the precision-
recall curve and calculates the average precision across dif-
ferent levels of confidence thresholds. Specifically, we com-
puted the mean Average Precision (mAP) under two different
Intersection over Union (IOU) settings, where IOU quantifies
the overlap between predicted and actual bounding boxes. The
first setting, mAP at IOU 0.5, assesses the model’s ability to
detect objects when there is at least 50% overlap between the
predicted and ground truth boxes. The second, mAP across
IOU values from 0.5 to 0.95, offers a broader evaluation of
the model’s performance over a range of IOU thresholds.
Precision reflects the ratio of correctly identified objects to the
total number of predictions, indicating recognition accuracy.
On the other hand, recall evaluates the model’s capacity to

detect all instances of a given object class by comparing the
number of correct predictions to the total number of ground
truth instances for that class. By employing these evaluation
metrics, we were able to comprehensively analyze and report
the performance of our object recognition method, providing
valuable insights into its precision, recall, and across different
IOU thresholds.

Results. Table I shows the evaluation results, which indicate
that our framework performs well in terms of the metrics.
Across various object categories, the majority of them exhibit
excellent recognition rates, with mAP50, Precision, and Recall
scores consistently exceeding 0.9 and mAP50-95 mostly above
0.7. However, the recognition of line charts seems to be less
effective, even though they achieve mAP scores above 0.7 or
close to 0.7. We believe that the reason behind the relatively
lower recognition scores for line charts and scatter plots might
be due to their low number of pixels, making their features
challenging to identify. Despite these challenges, it’s worth
noting that our framework achieves mAP scores above 0.7
for these categories. This demonstrates that, while there is
room for improvement in recognizing line charts, our system
still provides reasonably accurate and reliable results for these
object types. The evaluation results show that our chart KG
construction framework can achieve object recognition with
high accuracy and reliability.

C. Optical Character Recognition Evaluation

The textual content within charts primarily originates from
the titles and labels of elements(Section III). We evaluate the
recognition accuracy of each text category by comparing the
predicted text content with the annotated text content. The
specific accuracy results are depicted in the Appendix. Most
categories of text OCR accuracy are above 70%. Although
errors in OCR do not lead to issues in the construction of the
chart structure, they can result in inaccuracies of the extracted
variable names, values, and other elements within the chart,
which can affect the accuracy of downstream tasks. However,
in the future, OCR accuracy can be further enhanced with the
introduction of more comprehensive training data and models.

TABLE I
THE RESULTS OF DIFFERENT ELEMENT RECOGNITION.

Class Precision Recall mAP50 maP50-95

title 0.999 0.999 0.990 0.728

x-axis title 0.999 0.999 0.995 0.828

x-axis label 1.000 0.999 0.995 0.866

y-axis title 0.999 1.000 0.995 0.908

y-axis label 0.999 1.000 0.995 0.763

legend 0.997 1.000 0.995 0.899

bar 0.999 0.952 0.962 0.932

line 0.981 0.688 0.774 0.645

pie 0.999 9.992 0.995 0.900

point 0.995 0.986 0.995 0.876
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Fig. 3. Examples of knowledge graph representation for four types of charts. (a) Bar Chart; (b) Line Chart; (c) Pie Chart; (d) Scatter Plot.

VI. CASE STUDY

To demonstrate the effectiveness of ChartKG in charts,
four knowledge-graph-based representations generated for real
charts and a generated chart are presented in Figure 3. We
will introduce the content of the charts and explicate the
information captured in the knowledge graphs from three
aspects: data information, visual encoding information, and
visual insights.

Figure 3 depicts four charts along with their corresponding
knowledge graphs. The bar chart illustrates the savings of
different countries in 2010, with the bar representing the
Arab region notably higher than the others, making it visually
prominent. The line chart displays the variations in education
costs for India and Ukraine over the years. Both countries
show an upward trend in education spending from 2006 to
2008, indicating a positive correlation. The pie chart illustrates
the Browser Market Share in North America in 2020, where
it’s evident that Chrome dominates the market with a share
exceeding 50%. Lastly, the generated scatter plot exhibits two
categories of data points, one of which includes noticeable
outliers.

Data information. In the generated knowledge graphs, two
types of entities, DV and DVV, express the main topic of
the chart, which indicates the semantic content of the data
described in the charts. As an example, Figure 3a illustrates
the adjusted net savings of different countries in the year 2010.
The information presented in the chart employs named entities,
leading to their clear interpretation. Furthermore, the path VE
→ VEPV → DVV represents the data label bound by visual

elements, while the path VE → VEPV → DV indicates the
data size bound by visual elements. Specifically, the blue path
in Figure 3c represents the visual element PieSlice0 with the
“Chrome” data label, while the red path represents the data
value bound by the same visual element, which is 0.55. By
considering the meanings of these paths, we can infer that
the proportion of Chrome is 0.55 based on the complete path
meaning.

Visual encoding. The chart knowledge graph showcases
the utilization of visual encoding methods, which are related
through VEPV → DV or VEPV → DVV. As illustrated in
Figure 3a, the red path denotes the height of the bar, which
represents the value of “Savings”. Meanwhile, the position
index indicates the arrangement order of elements, mapping
to their respective values on the x-axis variable. In Figure 3b,
the red paths represent the color encoding of lines for different
countries, where blue corresponds to “India”, and brown
corresponds to “Ukraine.”

Visual insights. To facilitate a comprehensive machine
understanding of the underlying semantics conveyed by charts,
we embed salient visual insights from the chart into the KG, as
indicated by the gray shaded region in Figure 3. Specifically,
as depicted in Figure 3a and c, where the “The Ara” bar and
the “Chrome” pie slice are significantly higher or larger than
the other elements, we represent this feature using associations
between VI and DV/DVV entities. Similarly, in Figure 3b,
it can be observed that there is a clear correlation between
“India” and “Ukraine”, with both showing a significant upward
cost trend. In Figure 3d, the clustering characteristics of these
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points are evident between the two variables on the x-axis and
y-axis, and there are also outliers present between these two
variables.

VII. EXAMPLE APPLICATIONS

We further demonstrate the usefulness of chartKG via two
example applications semantic-aware chart retrieval and visual
question answering. we only need to conduct straightforward
matching of graph nodes and edges for downstream chart-
related tasks, which is interpretable. Firstly, we introduce a
chart semantic retrieval method designed to cater to a wider
range of user retrieval requirements. This highlights the flexi-
bility and user-friendly nature of Chart KG in managing chart
databases. Moreover, we accomplish the task of generating
textual descriptions for charts using a predefined template
approach. In comparison to existing model-based methods, our
approach is lightweight and exhibits higher levels of accuracy
and interpretability. Additionally, since our chartKG does not
focus on precise data extraction, it cannot be directly used
for tasks related to data understanding. Instead, further data
extraction is needed to replace the visual element property
values in the KG.

A. Semantic-aware Chart Retrieval

Chart retrieval that aligns with user preferences is a basic
chart downstream task. Conventional chart retrieval methods
are confined to keyword-based matches within textual ele-
ments of charts [7]. However, with the escalation of data
volume, relying solely on keywords for chart matching has
become inadequate to fulfill users’ retrieval needs, especially
when delving into the deeper semantic expressions encapsu-
lated by charts. For instance, the task of locating a line chart
depicting a declining trend in educational expenditure from a
massive pool of charts illustrates this challenge. To address
this, we implement semantic-aware chart retrieval using the
ChartKG. It effectively showcases the advantages of ChartKG.

1) ChartKG-powered chart retrieval: To enhance retrieval
efficiency and facilitate user interaction, we format the user’s
input and employ conditional filtering. Users are prompted
to sequentially provide the chart type, DV/DVV, encoding
relationship, and existing visual insights. The specific steps
are as follows:

Step 1: Input formatting. Users specify the chart type, key
entities, and the relationships among entities in sequence based
on their desired sentence.

Step 2: Chart type matching. As our chart dataset is stored in
groups based on chart types, it is facile to filter out a significant
portion of the dataset using the specified chart type.

Step 3: Entity matching. Leveraging our pre-extracted DV
and DVV, we construct a variable dictionary to match user-
input variables and variable names, further narrowing down
the scope of target charts.

Step 4: Relation matching. Traversing through chart knowl-
edge graphs that satisfy the above conditions, we sequentially
match encoding relations using our defined relationship types
associated with visual encodings. The remaining outcomes
represent charts that align with user requirements.

2) Evaluation: To demonstrate the superiority of our KG
in semantic-aware chart retrieval, we conducted ten retrieval
experiments, comparing with the keyword-based method [7]
and our chartKG-powered chart retrieval method. These ex-
periments comprised five queries targeting basic variables
and another five queries targeting insights within the charts.
Subsequently, we enlisted the evaluations of three domain
scholars in visualization to assess the retrieval results. Some
example results are presented in Figure 4. The alignment
between retrieval results and retrieval criteria is crucial for
evaluating the effectiveness of retrieval methods. We presented
the retrieval criteria and results separately to three users,
without disclosing which retrieval method corresponded to
the results. We then asked them to rate the retrieval results
based on whether they met the retrieval criteria, using a scale
ranging from one (least satisfactory) to five (most satisfactory).
The average of the ratings from the three users was taken as
the final score for the retrieval results. Additionally, retrieval
time is often a critical concern for users, as slow retrieval is
not desirable. We also calculated the average time taken by
different methods during the retrieval process to demonstrate
the efficiency of our approach in terms of time.

3) Result: The user satisfaction with the retrieval results
and the efficiency of retrieval for both methods are shown
in the Appendix. In the retrieval of variables, our chartKG-
powered chart retrieval method and the keyword-based method
are closely matched in terms of time and user ratings. This
indicates that our ChartKG is capable of performing the most
basic semantic retrieval tasks efficiently. For semantic retrieval,
our average rating exceeds 4.0, which is much higher than
the keyword-based method. Moreover, our time consumption
is only slightly increased, by just a few seconds. This clearly
demonstrates that our chartKG-powered chart retrieval method
can meet users’ various retrieval requirements more accurately
without significantly sacrificing time efficiency.

B. Visual Question Answering

Visual question answering (VQA) is a crucial task in the
field of visual data analysis [41]. However, existing methods
for VQA often require the joint training of both the charts
and the associated questions, leading to limited scalability and
interpretability of the resulting models due to the complex
training process [27]. In contrast, utilizing a knowledge graph
as a backbone can benefit VQA due to its ability to provide a
structured and interpretable representation of relevant knowl-
edge, which in turn enhances the interpretability of the VQA
models and results. We demonstrate how ChartKG can en-
hance visual question answering. We validated its effectiveness
through experiments.

1) KG-based chart question-answering: Through graph-
based retrieval and inference, our knowledge graph enables
tasks related to data comparison, visual encoding queries, and
visual insight reasoning. Therefore, based on our Chart KG,
we have designed three question templates, as detailed in the
Appendix, to encompass aspects of data comparison, visual
encoding, and visual insight. As the chart knowledge graph
we proposed does not focus on the original data, specific data
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Fig. 4. Example results of ChartKG-powered chart retrieval. (a) illustrates the outcomes of data variable retrieval with the keywords that meet the query
requirements highlighted. (b) depicts the results of combining data variables and visual insights retrieval with the associated entities and relationships displayed
below the chart.

values are not relevant to our question design. Utilizing the
chart knowledge graph and question templates, the KG-based
VQA process is executed as follows:

Step 1. Determine the question type. Initially, the user’s
question text is segmented into individual words, followed by
determining the question type by matching keywords.

Step 2. Locate entity relations. The knowledge graph uses
word similarity matching to locate necessary entities match-
ing the problem’s words. Additionally, for data comparison
inquiries, entities are grouped based on their location in the
question, following keyword identification between words.

Step 3. Search knowledge. Each question type corresponds
to specific search rules for knowledge search, followed by
inference rules for finding an answer. For example, the data
value VEPV encoded by each visual element can be obtained
according to the VE → VEPV→ DV path, thus constituting
the data sequence X . The grouping information of the data
can be obtained based on the path VE→ VEPV→ DVV. If the
relations between VE and VEPV represent the position index,
the corresponding DVV represents the order of each visual
element in the chart, resulting in the ordered sequence Y .
Otherwise, DVV represents the category to which each visual
element belongs and the group sequence Z is obtained. With
the sequence, X , Y , and Z, and whether the specified insight
exists in the chart is judged based on the specific judgment
mode of insight proposed in QuickInsights. We demonstrate
the case of QA as shown in Figure 5.

2) Evaluation: To compare the superiority of our approach,
we conducted a comprehensive evaluation of the effectiveness
of our KG representation by calculating the average accuracy
and average time spent in answering each question category,

as well as overall accuracy and time.
Model. T5 [47] is a text-to-text generation model.

ChartQA [41] uses a process of chart-to-table reconstruction,
taking “question, flattened table, answer” as input, and em-
ploys T5 to perform chart question-answering tasks. We chose
this method as the baseline for comparison. Furthermore,
to mitigate the impact of deep models on the effectiveness
comparison of different representations, we substituted the
flattened tables in T5 with triples from the chart KG. We
named this approach KG-T5.

Dataset. ChartQA provides a series of charts with corre-
sponding tabular data. We used our question templates to gen-
erate 1 to 2 questions randomly for each chart. Additionally,
we used our framework to convert charts into chart KGs as
inputs for our question-answering method. Both T5 and KG-
T5 were trained and evaluated on this dataset.

Result. Figure 6 illustrates the performance results of the
three visual QA methods. Comparing T5 and KG-T5, we
found that KG-T5 achieved higher accuracy with minimal
differences in time efficiency. This outcome demonstrates
that our KG representation is significantly more effective
in question-answering performance than relying solely on
tabular data. Comparing our KG-based question-answering
method to KG-T5, we observe that our method excels in both
time efficiency and question-answering accuracy compared
to deep learning-based methods. In terms of time efficiency,
deep learning-based methods often require loading large pre-
trained models, which can be time-consuming when applied
to new charts. Regarding accuracy, deep learning-based chart
question-answering still presents certain challenges due to its
uncertainty and lack of interpretability, imposing limitations
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Fig. 5. This figure illustrates the results of question answering for specific charts based on three question templates proposed in our work.

on machine understanding of charts in practical applications.

Fig. 6. The evaluation of QA. (a) represents the average accuracy of the QA
results, (b) represents the average time spent on QA.

VIII. DISCUSSION

In this section, we summarize the lessons we learned during
the development of Chart2KG and discuss the limitations of
our approach.

A. Lessons

1) Knowledge Graphs for Charts: Knowledge graphs have
been widely adopted for the structured representation of se-
mantic information in natural images and are extensively ap-
plied in downstream tasks involving natural images. However,
there has been limited research on constructing knowledge
graphs for standard charts to model their intricate semantic re-
lationships. Constructing knowledge graphs for charts involves
two pivotal steps: defining the graph structure and constructing
the graph.

Graph Structure Definition. The structural definition of
our graph in this paper primarily encompasses entity and
relationship definitions. To ensure adaptability across various
chart types, we have defined five types of entities and four
types of relationships. While our graph structure provides a

comprehensive representation of content in standard statistical
charts, its utility in more complex visualizations may be
subject to limitations. For instance, in the case of large-scale
network graphs, our structure may face challenges in the
application, or when the structure of the network graph itself
doesn’t significantly differ, the relevance of our graph structure
in network graphs may not be apparent. In dealing with
more intricate visualization types, a targeted approach may
be necessary, such as preliminary operations like sampling and
clustering for large-scale network graphs to reduce complexity.
This can lead to a more meaningful application of our graph
structure for representation.

Graph Construction. We also present a framework for con-
structing the knowledge graph, which encompasses techniques
such as chart classification, object recognition, and optical
character recognition. In each stage, this paper adopts classical
methods and conducts thorough evaluations, demonstrating
the effectiveness of these conventional approaches in realizing
our ChartKG. In terms of quantitative evaluation, we did not
engage in direct quantitative comparisons with existing tech-
nologies but rather focused on evaluating the selected methods
in isolation. While state-of-the-art techniques might perform
better on these tasks, we deliberately chose more traditional
methods to emphasize the simplicity and user-friendliness of
our framework. Nonetheless, users maintain the flexibility to
select appropriate methods based on their preferences and
specific data scenarios at each stage. Furthermore, to reduce
computational resource requirements, after chart categoriza-
tion, we only need to train models for individual chart types
during the object detection stage instead of conducting mixed
training on all chart types. This approach also offers the
advantage of reducing the data processing workload when
incorporating new chart types.

Precise Data Understanding. The proposed ChartKG pri-
marily focuses on the visual semantic information of charts
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and does not address the extraction of raw data. We have
evaluated the accuracy of data extraction using the method
proposed by ChartOCR [38] and the average extraction error
rates for bar charts, line charts, pie charts, and scatter plots are
5.67%, 5.65%, 3.82%, and 8.71%, respectively. It is evident
that extracting raw data with high precision is a challenging
task. For downstream chart tasks involving specific data un-
derstanding, such as ChartQA and chart summarization, when
original data is required, the extracted data can be directly used
to replace the visual element property values in the chartKG.
Of Course, extracting raw data can further enrich the chart KG
and plays an important role in the precise analysis of chart
data. We will further explore the relationships between raw
data and other entities to extract a more comprehensive chart
knowledge structure, providing stronger support for machine
understanding of chart data.

2) Comparison to KG4Vis: In our prior work, KG4Vis [33],
we established a knowledge graph for visualizations. Building
upon this foundation, we present ChartKG. KG4Vis was
designed for a specific task, namely, automatically recom-
mending the construction of knowledge graphs encompassing
data features, data columns, and visualization design choices.
The resulting knowledge graph demonstrated effectiveness and
interpretability in the context of automatic visualization rec-
ommendations. However, its applicability to other downstream
tasks involving diverse chart types was limited. Motivated by
this, we introduce ChartKG, which utilizes knowledge graphs
to structurally represent the elements and semantics of charts
themselves. Compared to bitmap images, knowledge graphs
are more machine-interpretable and comprehensible. Unlike
KG4Vis, ChartKG is a versatile data structure suitable for
various downstream chart-related tasks, such as chart retrieval
and chart question answering.

B. Limitations

We have demonstrated the effectiveness of the chart knowl-
edge graph through a case study and chart applications.
However, there are still several limitations that need to be ad-
dressed, including the application to complex charts, potential
errors in chart parsing, and evaluation challenges.

Application to Complex Charts. We have conducted
experiments with four types of widely used standard charts
to evaluate the effectiveness of our proposed knowledge-
graph(KG)-based representation and the framework for con-
verting chart images to KG representations. For more complex
charts, such as arc diagrams and packed circles, our evalu-
ation does not cover. However, for the proposed KG-based
representation, our KG-based representation can still work for
them by extending the current entities and relationships. For
example, for packed circles, we need to include relationships
like “containing” or “is the children node of” to explicitly
highlight the hierarchical relationships among circles (though
such hierarchical relationships can also be implicitly encoded
by the center coordinate and radius of each circle). These
complex relationships are typically between visual elements. If
we can generalize and incorporate these types of relationships
into the chartKG, it would better represent the knowledge

of complex charts. However, different complex charts involve
different customized visual elements and relationships between
them, such as parent-child relationships, link relationships,
and containment relationships. For the proposed framework of
converting chart images to KG representations, it can suffer
from difficulties in terms of accurately extracting and parsing
the properties of visual marks and semantic information of
complex charts. For example, the current framework may
not work well in extracting the arcs in the arc diagrams
as well as their accurate properties. But their fundamental
properties, such as the starting and ending positions, can
be easily extracted by the current chart-to-KG framework.
Moreover, integrating advanced techniques into our framework
for accurately extracting the properties of complex visual
marks and semantic information can enhance its capability to
handle more intricate charts.

Possible Errors in Chart Parsing. At each stage of the
chart-to-KG framework, we employed different technologies.
We utilized ResNet for chart classification and employed
object detection and OCR for chart element extraction. Despite
their good performance, they still cannot guarantee perfect
classification, detection and extraction results in our chart-to-
KG framework. We analyzed the impact of error cases and
potential solutions. For chart classification, incorrect classifi-
cation results can lead to low accuracy in subsequent object
recognition results. Object recognition selects the correspond-
ing pre-trained model for the chart type obtained from the
chart classification to perform detection. Once the chart type
is misclassified, the confidence of object recognition results
will generally be low. In such cases, the KG construction will
be directly interrupted, and the error case will be recorded for
user correction. Errors in element recognition during object
recognition can lead to issues in the KG structure. For instance,
when processing a bar chart, if a bar is omitted in the
recognition results, the entities and relationships associated
with that bar will be absent in the final KG structure. OCR
errors do not lead to errors in the construction of the KG
structure but manifest as incorrect names for entity nodes in
the KG. This can result in reduced accuracy in downstream
tasks, such as partial chart retrieval results not matching the
user’s intent due to text recognition errors. In future work,
we plan to incorporate more advanced models to reduce the
error rate and develop a human-machine interaction system for
manual correction of errors.

Evaluation. While we have applied ChartKG to accomplish
two chart downstream tasks, we intentionally emphasize the
intrinsic effectiveness of ChartKG itself without the use of ad-
ditional state-of-the-art methods for assistance. This approach
lends a relatively structured and mechanized aspect to the pro-
cess. For instance, we used question templates for chart-based
question-answering, resulting in a somewhat uniform style
in both questions and answers. Although we also employed
KG as an input to Transformer-5 for question-answering,
demonstrating the compatibility of our representation with
deep learning models, we believe that adopting the simplest
approach is more straightforward and efficient, ensuring a
clearer presentation of ChartKG’s core capabilities.
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IX. CONCLUSIONS AND FUTURE WORK

We propose ChartKG, a knowledge-graph-based represen-
tation for chart images to model the entities and relations in
the chart. It consists of four types of entities and three types of
relations, and can effectively represent semantic information
in the visualization. To achieve the representation, we also
develop chart-to-KG conversion, a framework that integrates
ResNet, YOLOv5, OCR and rule-based methods to convert the
bitmap-based visualization to knowledge graphs. First, Charts
are classified into different types based on ResNet. Then, we
extract entities based on visual element detection and entity
classification and characterize chart relations through rule-
based methods. We performed a quantitative evaluation to
demonstrate the effectiveness of our framework, along with a
case study showcasing our KG-based representation. Further-
more, based on the ChartKG, we have developed two example
applications, semantic-aware chart retrieval and chart question
answering. Then we conducted quantitative comparisons with
several baseline methods to assess the effectiveness of our KG-
based representation for chart images in downstream chart-
related tasks.

In future work, we plan to integrate more types of visualiza-
tion and explore knowledge mining and structured representa-
tion for infographics, as machines often struggle with compre-
hending infographics [43]. Furthermore, we aim to integrate
ChartKG with textual knowledge graphs, enriching the textual
knowledge repository to enhance machine comprehension of
full-text documents. Additionally, considering its potential
utility as prompts for large language models [15], [51], such
integration presents an intriguing avenue for exploration.
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