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1 Introduction

Selecting mutual funds is a major challenge for or-
dinary investors due to the vast number of avail-
able options and diverse investment preferences.
Existing methods to support fund selection heavily
rely on extensive user investment behavior data [ 1].
Furthermore, current online fund selection platforms
primarily offer basic sorting based on Rate of Re-
turn, neglecting the individual preferences of typi-
cal investors.

To address this, we propose a mixed-initiative
approach designed to help ordinary investors effi-
ciently choose mutual funds. This approach inte-
grates a user preference-based fund classifier and
interactive user input, allowing it to quantify user
preferences, automatically rank mutual fund candi-
dates, and incorporate human expertise seamlessly
for efficient and reliable fund selection. We evalu-

ated our approach with eight ordinary investors.
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The major contributions of this work include:

e We propose a mixed-initiative approach, in-
formed by domain experts and publicly gen-
erated investor content, to achieve efficient
mutual fund selection.

e We evaluated our approach with a study and

experiments involving eight investors.

2 Methodology

We introduce a mixed-initiative approach for fund
selection comprising three modules. The data pro-
cessing module calculates key technical indicators
as the foundation for subsequent steps. The user
preference-based fund classifier automatically ranks
funds based on investor preferences, refined through
feedback. The user interaction module presents re-
fined investment preferences and ranked fund de-
tails, helping investors annotate misordered funds.
Our approach emphasizes the mixed-initiative it-
erative loops involving the user preference-based
fund classifier and user interaction. Initially, the
fund classifier generates a ranked list of funds us-
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ing the current preferences and fund indicators as
inputs. This ranked list is passed to the user inter-
action module. Then investors provide feedback on
specific funds, such as indicating whether a fund is
over- or under-ranked based on their preferences.
The feedback, in the form of annotated user choices,
is then sent back to the fund classifier. The clas-
sifier refines the investor’s investment preferences
based on the feedback and generates an updated
ranked list of funds for the next iteration. This con-
tinuous engagement allows investors to refine the
model progressively and gain a deeper understand-
ing of their investment preferences, leading to more

informed and insightful investment choices.
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Fig. 1 The approach for mutual fund selection.

3 Data Processing
The data processing module calculates seven indi-
cators from fund Net Asset Values and Bond Mar-
ket Index , categorized into three groups: profitabil-
ity, risk resistance, and price-performance ratio.
Profitability: Rate of Return(RoR)is calculated
as RoR = (% — 1) X 100%, with pga, and peny
marking the beginning and end prices. The Cap-
ture Ratio is defined as CaptureRatio = "”T where
Npos 1S the number of days that the fund’s RoR is
better than the RoR of the overall market and n is
the day count. Additionally, Winning Streak is con-

tinuously positive during the investment period.

Risk Resistance: the Maximum Drawdown (MDD)

is defined as MDD = Max(%), where p; is the

price of the i-th time point. The Volatility is calcu-
er'lzl(pi_ﬁi)z

n—1

lated as Volatility = * y/n, where p; is

the daily return of the i-th time point and p is the
average of p of n days.

Price-Performance: the Sharpe Ratio [?] is de-

fined as S harpeRatio = V’U_;rf where r), is the fund’s
4

RoR, ry is the rate of risk-free return which we
use as the bond market index’s RoR, and o, is the
volatility during the investment period. The Cal-
mar Ratio [3] is calculated as CalmarRatio = %

where m is the MDD during the investment period.

4 User Preference-based Fund Classifier

The user preference-based fund classifier uses the
pairwise algorithm [4], transforming personalized
recommendations into a binary classification prob-
lem, allowing investors to select the superior option

from fund pairs based on their preferences.

4.1 Automatic Fund Ranking

Automatic fund ranking uses a fund classifier to
score funds based on investor preferences. In this
process, each fund is paired with every other fund
in the market. The classifier evaluates these pairs
by comparing the differences in each pair of funds’
indicators and determines the superior fund by out-
putting a value between —1 and 1. For Fund A,
its overall preference is calculated by summing all
pairwise comparisons with other funds F;:
Ci = Wt (A* = F}),

FieS Fi#A

)

where C% represents the k-th indicator’s contribu-
tion to Fund A’s Sum Score. A* and F¥ represent
the k-th indicator for Funds A and F;, respectively.
w* represents the k-th indicator’s weight, which can
be either positive or negative. As a result, CX can

be positive or negative.
4.2 Preference Refinement

To refine investment preferences, we prompt in-

vestors to identify misordered pairs from the fund
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ranking. For example, if Fund A is deemed supe-
rior to Fund B, the indicator difference is labeled
1; otherwise, it’s —1. By training the fund classi-
fier through multiple loops of investor interaction,
it can refine investors’ investment preferences for
fund indicators and predict which fund is superior
between pairs of funds.

5 Evaluation

5.1 User Study

We invited eight ordinary investors from online fi-
nancial service platforms, such as Alipay and East-
money, to participate in our study. These partici-
pants, representing individual investors with basic
but not extensive investment knowledge, engaged

in a one-and-a-half-hour semi-structured study.

We introduced our fund selection approach, demon-

strated a simplified prototype, and then asked them
to use the system for selecting funds from 2015-
2016 and 2016-2017. To mitigate time biases, we
randomly assigned periods for using and not using
our approach. Participants completed a five-point
Likert scale questionnaire (Fig. 2) assessing the ap-
proach’s usefulness and usability.
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Fig. 2 The user feedback on our approach.
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5.2 Quantitative Experiments

To evaluate our fund classifier, we assumed investors
have consistent preferences and defined rankings
for funds. If our classifier can accurately match
these predefined rankings, it demonstrates its ef-
fectiveness in mimicking investor preferences. Our
data spanned 2019-2020 Chinese funds, with expert-

defined target rankings guiding iterative refinements
made by eight participants. These refinements were
driven by discrepancies identified between the clas-
sifier’s predictions and the expert rankings.

Ranking accuracy was measured for each of the
eight participants using Mean Average Precision
(MAP) and Normalized Discounted Cumulative Gain
(NDCG) as shown in Fig. 3. After four rounds,
all participants achieved a MAP above 0.875 and
NDCG@20 over 0.9 with the fund classifier. Most
top 20 target funds matched the recommended ones.
However, there were minor discrepancies, primar-
ily in the order of some funds at the list’s end. De-
spite these variations, the classifier’s accuracy is
enough to support fund selection aligned with user
preferences.
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Fig. 3 There are the MAP and NDCG@20 of the ap-
proach’s ranking.
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